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Abstract 

Recent studies have reported similarity in the neural 
processing of human and robot actions; however, whether this 
is the case remains controversial. Here, we examined this 
controversy using the inversion effect, a phenomenon 
whereby an upright face- and body-sensitive event-related 
potential component is enhanced and delayed in response to 
an inverted face and body, but not an inverted object. The 
results showed that the inversion effect occurs only with a 
human, not with robotic and point-light appearances, 
suggesting that our visual system differentially processes 
human and robot actions. 

Introduction 
It has been suggested that our neural system is tuned 

specifically to be able to detect the human body. For 
example, a previous psychophysical study revealed that the 
neural system differentially processes the human body and 
objects (Shiffrar & Freyd, 1990), while recent neuroimaging 
studies have shown specific tuning to the human body 
(Downing et al., 2001), the human face (Gauthier et al., 
2000; Kanwisher, 2000) and human body movements (e.g. 
biological motion; Grossman et al., 2000). These findings 
imply that our neural system responds sensitively to both 
human appearance and motion. 

With the recent development of robotic technologies, 
living with robots has become a reality, not just something 
seen in science fiction movies. Moreover, various kinds of 
robots now appear in our daily lives; for example, 
humanlike robots (Collins et al., 2005) such as "ASIMO" 1, 
"QRIO"2 and "Robovie" (Ishiguro et al., 2003), which were 
designed and developed specifically for household use. 
Furthermore, robots with a very human-like appearance are 
now being developed, and at a glance, are often 
indistinguishable from human beings 3.  

Since these robots have similar appearance information to 
humans, such as body structure and configuration, yet are 
not a biological object, the question therefore arises as to 
whether or not our neural system interprets such robots as a 
kind of human. To date, several studies have provided clues 
to answer this question. For example, in a behavioral study, 
Kilner et al. (2003) reported that observation of other 

                                                           
1 http://asimo.honda.com/ 
2 http://www.sony.net/SonyInfo/QRIO/ 
3 http://news.bbc.co.uk/1/hi/sci/tech/4714135.stm 

humans making incongruent movements, but not robots, had 
a significant interference effect on executed movements of 
participants. On the other hand, Pelphrey et al. (2003) 
reported that activation of the superior temporal sulcus 
(STS) during processing of the human appearance is similar 
to that during processing of a robotic appearance. The 
former study suggests that superficial information might 
affect our perception-action system, while the latter suggests 
that motion information, not just superficial information, 
might also affect activation of the STS. 

Intuitively, both appearance and motion information 
therefore seem to play an important role in detecting 
characteristics of 'human-likeness'. That is, our visual 
system discriminates humans from objects not only by 
detecting appearance information, but also using motion 
information such as biological motion perception 
(Johansson, 1973). However, the relationship between 
appearance and motion information in detecting 'human-
likeness' has not been fully investigated. 

The aim of the present study is to clarify how different 
appearance information with identical motion information 
affects the neural response. To investigate this, we recorded 
event-related potentials (ERPs) in human participants and 
evaluated the occurrence of the inversion effect (Bentin et 
al., 1996; Linkenkaer-Hansen et al., 1998; Rossion et al., 
2000; Taylor et al., 2001; Itier & Taylor, 2004; 
Stekelenburg & de Gelder, 2004). The inversion effect is a 
phenomenon whereby an upright face- and body-sensitive 
ERP component (N170) is delayed (Bentin et al., 1996; 
Linkenkaer-Hansen et al., 1998; Taylor et al., 2001) and 
enlarged in amplitude (Linkenkaer-Hansen et al., 1998; 
Rossion et al., 2000; Taylor et al., 2001; Itier & Taylor, 
2004) in response to inverted faces and bodies but not 
inverted objects (Rossion et al., 2000; Stekelenburg & de 
Gelder, 2004). An inversion effect has also been reported in 
magnetoencephalography (MEG) (Watanabe et al., 2003) 
and functional magnetic resonance imaging (fMRI) (Haxby 
et al., 1999) studies of upright and inverted face perception. 

In this study, we employed three kinds of walking 
animation with different superficial information (human, 
robot and point-light appearance) to explore two 
hypotheses. The first hypothesis is that if robotic walking 
animation is processed like an object, the inversion effect 
will not occur. However, in contrast, if it is processed like 
human information, the inversion effect will be observed as 
in the human appearance condition. The second hypothesis 



is that if superficial information does not affect processing 
of human walking animation, ERP waveforms in all three 
conditions will show similar patterns because of the 
identical walking actions. Both hypotheses were tested by 
measuring ERPs. 

Materials and Methods 
Three kinds of walking animation (Fig. 1) (human, robot 

and point-light) with two orientations (upright and inverted) 
were employed. The structure of the body and walking 
speed were identical in all animations. Nineteen healthy 
participants were included as study participants. They were 
required to view each animation passively and mentally 
count the number of asterisks appearing randomly during 
each block. Electroencephalograms (EEGs) were recorded 
during each trial with a Geodesic Sensor Net composed of 
64 electrodes (Tucker, 1993).  

Participants 
We studied nineteen healthy participants (range/mean 

age: 18-30/23.7 ± 3.9 years; 14 males, 5 females). 
Seventeen subjects were right-handed and all had normal or 
corrected-to-normal vision. All subjects provided informed 
consent for a protocol that was approved by the Ethics 
Committee of the University of Tokyo.  

Experimental Procedure 
Six experimental conditions were employed as shown in 

Fig.1. To generate the animated figures, we used the Poser 
5.0 software program (Curious Labs, Santa Cruz, CA). Both 
the human and robot animations were generated using built-
in 3D models. For the point-light animation, the human 3D 
model used in the human animation was replaced by 14 
small balls placed at all joints and the head using 
Metasequoia (Mizuno Lab, Japan).  

All animations were viewed in profile as walking as if on 
a treadmill. The walking speed in all animations was 2.0 
steps per second. The animations were displayed on a 17-
inch monitor against a black background. Each participant 
was seated 100 cm from the display in a dimly lit room. The 
entire visual stimulus was approximately 3 × 3°. To produce 
smooth animated motion, each animation comprised 15 
frames displayed for 510 ms and with an interframe interval 
of approximately 34 ms. The initial number of frames was 
randomized to prevent the participants from remembering 
the initial starting figure.  

Each experiment consisted of eight blocks with a 1 min 
inter-block interval. Twenty stimuli were employed in each 
animation condition, and accordingly, 120 animations were 
presented per block and 960 per experiment. Thus, each 
animation was presented 160 times throughout each 
experiment. In each trial, the stimulus was presented for 510 
ms followed by presentation of a white fixation point (a 0.3 
× 0.3° cross) for 500 ms. To ensure that subjects maintained 
their gaze on the center of the monitor during all animations, 
participants were asked to engage in a continuous 
performance task. They were asked to count the number of 
times a yellow asterisk appeared randomly on the screen and  

Figure 1:  The experimental stimuli. All animations were 
viewed in profile as walking as if on a treadmill. 
 
report back at the end of each block. The asterisk was 
presented for 500ms instead of the walking animation eight 
times per block.  

Results 

Behavior results 
The percentage of correct performance in the counting 

task was 46.1 ± 24.3 % (average ± S.D). 

ERP results 
Fig.2 shows the grand mean waveforms of the ERP 

responses. As in our previous study (Hirai et al., 2005), we 
collapsed the three electrodes surrounding each T5/T6 
(International 10-20 System) into two sites. A single 
negative peak was found at around 200 ms (conventional 
N170-like component) in both the human and robot 
conditions, while in the point-light condition two negative 
peaks were observed at 200 and 340 ms, respectively. The 
peak latency and amplitude (in order to correct the N1 
amplitude, we calculated the P1-N1 amplitude) of each 
component were also calculated, and subsequently, 
statistical analysis was carried out.  
 
P1-N1 amplitude and N1 latency In three-way ANOVA of 
the P1-N1 amplitude, laterality × type of appearance × 
orientation was significant [F(2,36) = 3.37, p<0.05]. 
Subsequent analysis revealed that the amplitude in the right 
hemisphere was significantly larger with the inverted 
orientation than the upright orientation in the human 
appearance condition [4.24μV vs. 5.18μV, F(1,108) = 9.62, 
p<0.01]. In addition, the amplitude in the left hemisphere 
was significantly larger than that in the right hemisphere in 
the upright-human condition [5.09μV vs. 4.24μV, F(1,108) 
= 4.14, p<0.05]. Moreover, the amplitude with the human 
condition was significantly larger than that with the point-
light condition in the left hemisphere with the upright 
orientation [5.09μV vs. 3.81μV, p<0.01; Tukey's HSD]. The 
amplitude with the human condition was also significantly 
larger than that with the point-light condition in both 
hemispheres with the inverted orientation [left hemisphere: 
5.29μV vs. 4.24μV, p<0.05; right hemisphere: 5.18μV vs. 
3.89μV, p<0.01; Tukey's HSD]. Similarly, the amplitude 
with the human condition was significantly larger than that 
with the robot condition in both hemispheres with the 
inverted orientation [left hemisphere: 5.29μV vs. 4.39μV, 



Figure 2:  Grand averaged ERP waveforms showing the 
inversion effect with each appearance and orientation 
condition. 
 
p<0.05; right hemisphere: 5.18μV vs. 4.13μV, p<0.05; 
Tukey's HSD]. The main effect of orientation was also 
significant with the N1 latency, [F(1,18) = 4.72, p<0.05; 
upright: 218.6ms vs. inverted: 224.0ms], indicating that the 
latency of inverted stimuli was longer than that of upright 
stimuli. 

 
P1-N2 amplitude and N2 latency  The N2 component was 
observed only with the point-light condition, and 
accordingly, the P1-N2 amplitude and N2 latency were 
analyzed as above. Two-way of ANOVA was applied to the 
P1-N2 amplitude using laterality (left or right) and 
orientation (upright or inverted) as variables. As a result, 
laterality × orientation was shown to be significant [F(1,18) 
= 10.9, p<0.01]. Subsequent analysis revealed that the 
amplitude with the inverted condition was significantly 
larger than that with the upright condition in the left 
hemisphere [4.03μV vs. 3.48μV, F(1,36) = 6.28, p<0.01]. 
On the contrary, the amplitude with the upright condition 
was significantly larger than that with the inverted condition 
in the right hemisphere [3.68μV vs. 3.01μV, F(1,36) = 9.74, 
p<0.01]. Moreover, the amplitude in the left hemisphere 
was significantly larger than that in the right hemisphere 
with the inverted condition [4.03μV vs. 3.01μV, 
F(1,36)=5.53, p<0.01]. No significance was observed 
regarding the N2 latency in the point-light motion condition. 

The P1-N1 amplitude in the right hemisphere was 
significantly larger with the inverted orientation than the 
upright orientation with the human appearance condition 
[4.24μV vs. 5.18μV, F(1,108) = 9.62, p<0.01]. This was not 
observed with the other appearance conditions. Regarding 
the N1 latency, the main effect of orientation was also 
significant [F(1,18) = 4.72, p<0.05; upright: 218.6ms vs. 
inverted: 224.0ms], indicating that the latency of the 
inverted stimuli was longer than that of the upright stimulus.  

Conclusion and Discussion 
Our data demonstrated that the inversion effect occurs in 

the right occipitotemporal region with the human 
appearance condition only. These findings are consistent 
with the results of recent neuroimaging studies of face and 

body perception (Bentin et al., 1996; Linkenkaer-Hansen et 
al., 1998; Rossion et al., 2000; Taylor et al., 2001; Itier & 
Taylor, 2004; Stekelenburg & de Gelder, 2004). With regard 
to latency, a recent study suggested that the delay in latency 
of the N1 component is observed not only with faces but 
also objects (Itier et al., 2006), which is also consistent with 
our present data. The present findings imply that robot 
walking animation is not processed like human information 
(i.e. robots are not categorized as humans), even though the 
robots are analogous in appearance and have identical 
motion properties (speed and motion trajectory). This 
suggests that appearance information affects the neural 
responses and this categorization is processed within early 
visual processing.  

In the light of recent findings, our data seems inconsistent 
with those of Pelphrey et al. (2003) who suggests the 
importance of motion information only. That is, our results 
show that appearance information also has an affect on the 
neural response in the occipitotemporal region, which might 
be involved with the STS region (Homan et al., 1987). 
However, for the following two reasons, we believe these 
findings are in fact consistent. First, Pelphrey et al. (2003) 
used an fMRI technique to investigate conditional 
differences, and thus, could not measure the neural response 
with millisecond temporal resolution. On the other hand, in 
our study, the conditional differences were observed at 
around 200ms after stimulus onset, a rapid response that 
neuroimaging techniques such as fMRI are perhaps unable 
to detect. The second reason is related to their use of upright 
and scrambled conditions only; that is, they did not 
investigate the inversion effect. Consistent with their fMRI 
findings, our ERP data showed no conditional difference in 
the P1-N1 amplitude between the upright-robotic and 
upright-human conditions. 

As in our previous study, we found two negative peaks in 
the occipitotemporal region at around 200 and 340ms, 
respectively, with the point-light motion condition. The 
second negative component is thought to reflect processing 
of biological motion (Hirai et al., 2003, 2005), specific 
analysis of motion patterns providing biologically relevant 
information (Jokisch et al., 2005) or form-from-motion 
processing (Wang et al., 1999). 

The conditional differences in the inversion effect in the 
present study might also be explained from the point of 
view of perceptual expertise. Several studies have reported 
that for such experts (e.g. dog show judges) processing of a 
car, dog, or bird is similar to processing of a face (Gauthier 
& Tarr, 2002; Diamond & Carey, 1986). Another ERP study 
also showed inversion of the N170 component in response 
to a non-face object (Greebles) as well as faces with 
expertise training in Greebles (Rossion et al., 2002). 
Accordingly, it is likely that an object with a robotic 
appearance is not observed frequently, unlike the human 
body, and thus, this frequency of contact might have elicited 
the conditional difference in the inversion effect. 

In conclusion, using the inversion effect as an index, this 
study clarified that a human walking appearance is 
processed differently from robotic and point-light walking 
appearances. These findings indicate that our visual system 
distinctly and differentially processes biological 



appearances such as the human body and nonbiological 
appearances such as robots within a short latency, even 
when the motion information is superimposed. To determine 
the role of motion information, further work is needed to 
fully elucidate the differential neural responses to robotic 
and human motion with identical appearance information. 
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